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Abstract

Currently, the advantages of Shapley value in explaining model decisions have made
incentive mechanisms Shapley value contribution assessment based become major
research focus. This approach ensures the effectiveness and fairness of contribution
assessment algorithms. However, there is a significant issue regarding the reliability of
the computational results. Additionally, traditional Shapley value-based contribution
processes face an issue where computational complexity increases exponentially with
the number of participants. Addressing these issues, this paper proposes a contribution
assessment and reward framework based on Shapley value and smart contract
technology using alliance blockchain. This framework overcomes the reliance on
third-party institutions that is characterized by traditional incentive mechanisms,
leveraging the decentralized nature of blockchain to eliminate trust issues associated
with a single centralized entity. Furthermore, the traceability of blockchain ensures the
transparency and traceability of the contribution assessment and reward distribution
processes.
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1. Introduction

Federated Learning (FL) is a machine learning technique that enables multiple
participants to collaboratively train a shared model while preserving privacy. Under this
mechanism, each client retains a local copy of the global initial model and trains it using
their own local data [1]. After training, the updated model parameters are uploaded to a
central aggregation server. In recent years, with the widespread application of federated
learning across various scenarios, incentive mechanisms have become increasingly
significant. In the medical field, incentive mechanisms based on contribution
assessment are used to encourage hospitals to share their computational resources and
high-quality data, collectively developing more accurate disease prediction models,
thereby enhancing the accuracy and reliability of the models [2].

However, incentive mechanisms face numerous challenges in practical applications.
Participants in federated learning exhibit differences in data quality, data volume, and
computational resources [3]. Different participants may come from various geographic
locations, industries, or organizations, resulting in diverse types, scales, and qualities of
collected data. Federated learning scenarios often involve processing large amounts of
data, and the high number of participants leads to substantial computational demands
for contribution assessment. Incentive mechanisms in practical federated learning
applications typically need to simultaneously achieve multiple objectives. For instance,
an incentive mechanism may aim to encourage participants to provide high-quality data
while ensuring privacy protection during data processing and model training, and
maintaining fairness in reward distribution to prevent manipulation [4].

Blockchain technology provides a solution where smart contracts can automatically
distribute rewards after client contributions, using cryptocurrencies or tokens as forms
of reward [5]. Furthermore, blockchain's decentralized nature reduces dependence on
central servers, effectively preventing single point of failure issues. The immutability of
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blockchain ensures traceability and auditability of contributions from each client during
the federated learning process. Therefore, applying blockchain technology to incentive
mechanisms in federated learning has become a prominent research focus in both
academic and industrial fields [6].

Traditional incentive mechanisms often rely on centralized third-party institutions for
contribution assessment and reward distribution, which can lead to trust issues and risks
of data privacy breaches, thereby hindering active participant involvement. Therefore,
to effectively encourage entities with abundant data and resources to participate actively
in federated learning, a framework based on Shapley value and smart contracts has been
proposed. This framework leverages consortium blockchain and smart contract
technologies to address trust dependencies and the credibility of computation results
inherent in traditional incentive mechanisms. Additionally, this study introduces a
multiple bootstrap truncated gradient Shapley algorithm, which optimizes the
computation process of Shapley value, thereby further enhancing the efficiency and
accuracy of the incentive mechanism.

2. Methodology and Data

In the framework of contribution assessment and reward, training participants with
personal data are the actual data contributors within the entire federated learning system,
with computing nodes responsible for calculating Shapley value. In a blockchain
network, the model gradient update information from participants along with the
contribution calculation results from the computing nodes will be recorded in
transactions on the blockchain. The model gradient update information trained using
participants' own data will be uploaded to the smart contract by the FL server, allowing
it to synchronize with the blockchain network. The Shapley value of the participants
will also be stored in the blocks and permanently preserved on the blockchain network,
ensuring they are tamper-proof.

Due to the need for federated learning systems to update and store model updates on the
blockchain, a significant amount of data generated during the model training process
needs to be recorded on the blockchain. This imposes high demands on the consensus
efficiency of the blockchain. Furthermore, the participant model gradient information
stored on the blockchain involves the privacy of participants' data and cannot be
accessed freely by external parties. Therefore, traditional public chain architectures
based on consensus algorithms such as Proof of Work are no longer suitable for current
needs. A consortium blockchain, which ensures that data is only visible to nodes within
the consortium and features rapid consensus characteristics, is evidently more
appropriate. The information on nodes in a consortium blockchain is genuine, backed by
real entities, and is trustworthy. Additionally, consortium blockchains have robust
access control strategies, and the aforementioned characteristics of consortium chains
meet the needs for both the privacy of participant model data and the rapid consensus of
blockchain. Currently, there are many consortium blockchain platforms supporting
smart contracts, with well-known examples including Hyperledger Fabric and FISCO
BCOS, which each support the deployment and operation of smart contracts. In this
section's experiment, FISCO BCOS will be used as the underlying blockchain platform,
and smart contracts will be implemented using Solidity.

To further evaluate the performance of FISCO BCOS, the following experiments will be
conducted using Hyperledger Caliper to assess the performance of the FISCO BCOS
blockchain and smart contracts. Hyperledger Caliper is a versatile blockchain
performance testing framework that allows users to test the performance of various
blockchains using custom use cases. For FISCO BCOS, the first step is to deploy the
FISCO BCOS platform. Next, a new network configuration file needs to be added,
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along with the creation of a test script that includes initialization, execution, and
completion phases. Finally, this new test script will be incorporated into the test
configuration file, while ensuring that the correct callback is specified for Caliper. To
assess the performance of the FISCO BCOS platform, two fundamental interfaces, "set"
and "get," have been prepared. The "set" interface is responsible for generating and
deploying the "hello world" smart contract, while the "get" interface is tasked with
calling the smart contract and outputting "hello world." The number of transactions will
be set to 5000, and the tests will then be conducted.

3. Results

The results indicate that as the sending rate increases, the TPS of the "get" interface
exhibits a linear growth, while the TPS of the "set" interface reaches a bottleneck at
around 1500 (see Figure 1a). In terms of delay, the latency of both the "set" and "get"
interfaces remains largely unaffected by changes in the sending rate. The latency of the
"set" interface is slightly higher than that of the "get" interface, which exhibits nearly
negligible delay (Figure 1b).

Figure 1. FISCO BCOS performance test.

After deploying smart contracts for applications and production environments, the
performance decreased due to increased business complexity, but still maintained a high
level.

Figure 2 (a) shows the throughput of the interfaces provided by each major smart
contract when the number of requests reaches 1000. It can be seen that the throughput of
a single interface in the system is between 300 times/second and 900 times/second.
Figure 2 (b) shows the latency of each interface when the caller is 100 at the same time.
Experiments have shown that smart contracts built on FISCO BCOS have lower latency.
The lower latency and reasonable throughput indicate that the current smart contract
platform is sufficient to meet the performance requirements of computing tasks.
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Figure 2. The interface performance of smart contracts when the number of client
requests is 1000. (a) The average throughput of the interface, (b) the average response

time of the interface.

4. Conclusion

We conducted performance testing on the alliance blockchain FISCO BCOS and
Solidity based smart contracts for this framework. The experimental results indicate that
the performance of the FISCO BCOS consortium blockchain is sufficient to meet the
contribution computing performance requirements under multitasking. Smart contracts
based on Solidity may experience a slight decrease in performance due to the
complexity of the business, but they are still sufficient to meet the required performance.
This proves the performance superiority of FISCO BCOS consortium chain and smart
contracts.
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